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Real-world simulation challenges are getting bigger: vitial aero-engines with multistage
blade rows coupled with their secondary air systems & ith fully featured geometry;
environmental flows at meta-scales over resolved cifgsynthetic battlefields. It is clear that
the future of simulation is scalable, end-to-end parallsm. To address these challenges we
have reported in a sequence of papers a series of arkntly parallel building blocks based on
the integration of a Level Set based geometry kernel wWitan octree-based cut-Cartesian
mesh generator, RANS flow solver, post-processing argeometry management & editing.
The cut-cells which characterize the approach are elimated by exporting a body-conformal
mesh driven by the underpinning Level Set and managed by esh quality optimization
algorithms; this permits third party flow solvers to be deployed. This paper continues this
sequence by reporting & demonstrating two main noveltiesvariable depth volume mesh
refinement enabling variable surface mesh refinement ana radical rework of the mesh
generation into a bottom-up system based on Space Fillingutves. Also reported are the
associated extensions to body-conformal mesh exportvérything is implemented in a
scalable, parallel manner. As a practical demonstration, eshes of guaranteed quality are
generated for a fully resolved, generic aircraft carrier geometry, a cooled disc brake
assembly and a B747 in landing configuration.

I.  Introduction

As demand for flow simulations increases, so does afiplicko ever more challenging cases: virtual aergiress

with multistage blade rows coupled with their secondargystems & with fully featured geometry; environmental
flows at meta-scales over resolved cities; synthetitidfields. These simulations are characterized bothealy
complex geometries and also by scale — not just physiakdss(which may be widely disparate) but also by sdale o
mesh resolution needed to support realistic modeling like. liHs clear that in the future, simulation must employ
end-to-end parallelism — from the geometry kernel throbghmesh generation and onto the solver/post-processor.
This parallelism must be scalable and built on datacttres and software architecture paradigms capable of
dynamic load balancing.

We have explored one possible way forward and reporedexperiences in a sequence of papers. Our chosen
methodology was deliberately different from the curremthodox CFD process chain. The essence of this new
approach was the integration of a geometry kerneldas a Level Set approach with an octree-based cuestart
mesh generator, RANS flow solver and post-processingitilin a single piece of software. The basic building-
block work was reported by Dawes [2005]; the potential to |edize the entire system was reported in Dawes
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[2006] and illustrated with prototype versions of our sofepdBOXER. Replacing the cut-cells with body-conformal

meshes was described in Dawes et al [2007]; in this werkitiderpinning Level Set was used with optimization
algorithms based on mesh quality metrics to enablexpert of meshes with guaranteed quality to drive thirdypart
solvers like FLUENT®

This paper reports recent progress towards our ovgwals. The main novelties reported are: first, a géination

of the earlier work to permit variable depth octreenefient to enable variable surface refinement; secand,
radical rework of the earlier parallel mesh generatiomfa simple top-down octree to a bottom-up octree barsed
Morton coding and Space Filling Curves. Also reportedtheeassociated extensions to permit smooth surface
reconstruction from underlying Level Set to allow bodyformal mesh export — with no hanging nodes. All of this
is implemented in a scalable manner within a robust Cehitacture.

As a practical demonstration, meshes of guaranteedyqaedi generated for a fully resolved generic aircraftier
geometry, a cooled disc brake assembly and a B747 inrfidinlg configuration.

II.  Parallel, bottom-up octree mesh generation

In earlier work, reported in Dawes et al [2006] mesh géioerdased on a very simple top-down octree was
described. This starts with a single master cell whiem tivides in response to the geometry it containis thiet

final mesh is produced (see Figure 1). This is easyde aad was parallelized using simple coordinate-axis based
load balancing; promising early results were obtainedrted.

Figure 1: Simpletop-down octree capturing geometry by division (from top leftto bottom right).
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However, as this work developed in application to arlyitgometries it proved difficult to ensure satisfactogd-
balancing — which must be done on-the-fly - as the nieglenerated. A better way is to invert the process a
generate the mesh from the bottom-up — from the ficedlst up the tree to the coarser ones. This sopmfoach is
less common and typically is based on Space Filling CuandsMorton coding (see for example Tu et al [2007]).
However, it is much easier to dynamically load balanisahproach and hence achieve parallel scalability.

This approach is summarized in Figure 2 which showsr#ieestructure associated with a simple quadtree rtfesh (
three dimensional equivalent octree proceeds in exaelgame way). Each cell is divided into four wdhection
codes 00, 01, 10 & 11. Top-down concatenation of these dineatioodes leads to thecational code of each cell

in the mesh. An exactly equivalent but much more conuméniesthod to derive these locational codes is to use
Morton coding (Tu et al [2007], Samet [1990], Sagan [1994]}hvhonsists first of expressing the cell coordinates
in integer form based on the finest refinement levélenl these integer coordinates are written in binad/ an
interleaved bit by bit. As Figure 2 illustrates, thignagluces the concatenated direction codes.

Level=0

Level=1

B C D E
00 01 10 11
Level=2
00 01 10 1M
L M
F pa—
J K J K L M
Level=3
00 01 10 11

) ] Alternatively, the /ocational code can be derived
The locational code can be derived from the bottom-up from the raw coordinates of a cell

directional codes in the tree.

using Morton coding

Each cell has integer coordinates

For example, for cell J ) scanned from the real coordinates: (int)(X-X,)/AX
concatenating the directional codes gives

So for example cell J is (12,0) or (1100,0000)
010100

Interleaving the bits gives the Morton code
which is then padded with 2 zeros

(so that all codes have the same length) 01010000
giving
This is identical to that derived top-down from

01010000 the tree structure

01010000

Figure 2: The tree structure with top-down directional codes leading to locational codes contrasted with
locational codes derived directly from cell spatial caalinates using Morton coding.
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This approach isnuch more convenient because ithisttom up and doesiot need the whole tree structure to be
known — or even exist. In fact in our parallel impletagion the whole mesh and associated tree only exist
implicitly within each node of the PC cluster whiabldis only the local mesh and tree fragment. Thus|wustrated

in Figure 3, mesh generation proceeds in exactly the tppbection to that shown earlier in Figure 1.

First the geometry is “scanned” into voxel cell formhngicale corresponding to the lowest refinement levekt N
appropriate siblings are added; then cells of the sarhaber level are added by agglomeration moving outwards
from the body. This is repeated recursively until thére domain is covered. The agglomeration must presiée/
h:2h transition rule — but this is trivial to manage onftie-

Figure 3: More useful bottom-up octree capturing geometry by agglomeration (from top lefto bottom right).

In tandem with this is an implicit, bottom-up generatafithe tree structure extracting direction codes from th
Morton codes as illustrated in Figure 4. Each node oPtheluster only holds — and only needs to hold - sufficient
local tree data to find parents, children and neighbsiblisigs.
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Figure 4: Implicit, bottom-up generation of the tree stucture (from top left to bottom right).

Level=3

Key to a successful parallel implementation is theitghib load balance on-the-fly as the mesh is crkatiée
achieve this using the Space Filling Curve (SFC) assatiaith the Morton coding (Samet [1990], Sagan [1994])
and using ideas presented by Aftosmis at al [2004]. As FigllitessBates, the direction codes 00, 01, 10 & 11 have
an associated curve — a SFC called the Morton N-cieen applied to the simple mesh (top right of Figure 5)
cells B to M are connected in a particular way, sobe@scending locational code — this is the SFC of tlashm
Storing the mesh this way is very efficient and &sal since the associated tree is only present iitiplic

Simple but effective domain partitioning can be perfatrg dividing this SFC amongst the available PC nodes. As
mesh generation proceeds and the SFC is filled withragee entries, dynamic load balancing can easily take plac
by moving cells appropriately from up or down the SFC in&ighbouring PC nodes. Tree data, needed for
parents/siblings/children/neighbours, can be derived nigtér&fficiently from the locational codes in the SFC

Finally, at the same time as revisB@XER's fundamental data structures we took the opportunityldavalariable
depth refinement — and hence variable surface mesh seakssd accordingly had to extend the surface
reconstruction for the body-conformal export (seedéscription in Dawes et al [2007] of this reconstruction f
uniformly refined mesh depth). Variable depth refinemenimplemented by developing a mesh to a chosen
refinement floor, representing this by an implicit tese then refining below that floor if desired — for example
driven by body geometry curvature.
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These Jocational codes can then be stored
very efficiently in an array (here 64 pixels worth
of space are stored as 10 numbers)

BFJKLMHIDE

And then efficient domain balancing can then
be performed on-the-fly by simple partitioning
of this array

Figure 5: The Space Filling Curve associated with Mortortoding and the associated domain partitioning.

lll.  Sample results

A generic aircraft carrier

For sample results first our softwaBOXER, was applied to a fully featured generic aircraft cageometry. The
resulting 25M cell mesh took approximately 15 minutes to iggadrom STL import to body-conformal mesh
export in a format suitable for the FLUENT® flow solv&round 8 of the 15 minutes was I/0 and about 5 minutes
was spent optimizing the quality of the exported mesh. Aenastde plus 7 server nodes were used with about
28Gb total RAM used at peak.

Figure 6 shows an overview of the generic aircrafti@amwith a vertical mesh slice through the body-confal
export from the underlying octree mesh showing the edtemging nodes replaced by hex/pyramid/tet cells to allow
flow solution via third-party codes; the colouring isB§ processor number. Figure 6 also shows exported body-
conformal meshes showing the surface smoothness & agaiened by PC processor number. Finally the Figure
shows the body-conformal surface meshes themseéispkying variable refinement levels; a detail viesanthe
bow shows the benefit of variable depth refinement — dsawéhe hull scale, the anchor itself is resolved.
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Figure 6: Overview of the generic carrier with a verticalmesh slice through the body-conformal export with
the octree hanging nodes replaced by hex/pyramid/tet ik the colouring is by PC processor number (top &);
exported body-conformal meshes showing the surface snthoess
& rendered by PC processor number (top right); (botom row) body-conformal surface meshes showing

variable refinement levels; detail view near the bowrswing the resolution of the anchor.

A cooled disc brake assembly

The next example is a generic, cooled disc brake assethislys used simply for illustration — in practice tmeire
associated open-wheeled racing car would be meshedTalecassembly was exported from a UG solid in STL
format, imported direct intBOXER and then exported as a body conformal mesh with hangigs removed.

Figure 7 shows (top left) the smooth exported surfatkeohssembly with (top right) an overview of the méaste
bottom row shows detail views displaying the curvaturssitige variable depth refinement in action — in particular
the disc edges and the cooling hole perimeters are rdseitte a refinement several levels below the background
floor. Overall the mesh contained 18.2M cells and tooly 6niin45 on 48 processors (including 1min30 for disc
writing and general NFS slowness) from start to finish.

7
American Institute of Aeronautics and Astronautics



v NNNy
°® N

e o W g
A
rasTaml

Figure 7: A cooled disc brake assembly — exported, bpdonformal mesh showing: (top left) the smooth
surface; (top right) an overview of the mesh; (bottom ow) detail views showing the curvature sensitive
variable depth refinement in action.

A B747 in full landing configuration

The final example shows a capability available withie terial, development version BOXER and currently
being implemented in the parallel version — viscousrkay€he layers are inserted into the mesh, guided by the
underpinning Level Set distance field and all the time utidermanagement of an optimizer which prevents the
formation of cells with unacceptable mesh quality. Tiisans that in practice clean, layer meshes caty dgesi
constructed on relatively smooth areas of geometry @vitezre are likely to be boundary layers which can be
effectively resolved on layer meshes) whereas nearer®the mesh returns to isotropic (which is alsatwiuid
dynamical resolution requires).

Current capability is illustrated by a (rather under4rest) flow solution of the flow around a B747 in full landing
configuration — with all slats, flaps & wheels deployejuFe 8 shows various views of the body-conformal mesh
generated bYBOXER from imported STL then exported into FLUENT® and solved @ireximately approach
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speed and angle of attack. The mesh contains around 1BMacd each wetted surface has up to seven viscous
layers. Probably a factor of ten more mesh resalutiould be needed for a meaningful fluid dynamic simulation
but the best test of — and proof of — mesh quality is adlawtion and it is in that spirit that this is presented.here
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Figure 8: A B747 in full landing configuration; various mes views showing both the overall mesh generated
by BOXER with viscous layers together with a flow solution obtaied using FLUENT®.
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IV. Concluding Remarks

This paper has described recent extensions t@XER paradigm. The main novelties reported were: first, a
generalization of the earlier work to permit variatpth octree refinement to enable variable surfa@eeraent;
second, a radical rework of the earlier parallel mggsieration from a simple top-down octree to a bottornetiee
based on Morton coding and Space Filling Curves. Also reghavere the associated extensions to permit smooth
surface reconstruction from underlying Level Set to abbady-conformal mesh export — with no hanging nodes.

As a practical demonstration, meshes of guaranteed quali¢éysuecessfully generated for a fully resolved, generic
aircraft carrier geometry, a cooled disc brake assearya B747 in full landing configuration.
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